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Lightweight Super-Resolution Model for Complete Model Copyright
Protection
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Abstract: Deep learning-based techniques are broadly used in various applications, which exhibit superior

performance compared to traditional methods. One of the mainstream topics in computer vision is the image

super-resolution task. In recent deep-learning neural networks, the number of parameters in each convolution layer

has increased along with more layers and feature maps, resulting in better image super-resolution performance. In

today’s era, numerous service providers offer super-resolution services to users, providing them with remarkable

convenience. However, the availability of open-source super-resolution services exposes service providers to the

risk of copyright infringement, as the complete model could be vulnerable to leakage. Therefore, safeguarding the

copyright of the complete model is a non-trivial concern. To tackle this issue, this paper presents a lightweight

model as a substitute for the original complete model in image super-resolution. This research has identified

smaller networks that can deliver impressive performance while protecting the original model’s copyright. Finally,

comprehensive experiments are conducted on multiple datasets to demonstrate the superiority of the proposed

approach in generating super-resolution images even using lightweight neural networks.
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1 Introduction

There are many big models and big data analytic
researches[1–4] that are open to public use and
modification. However, there are copyright and privacy
issues[5–8] when we use and release such prominent and
powerful neural network models. Other researchers can
freely use and modify the model for their purposes,
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and all information about the model is exposed
to the public[9–12]. Some scholars use knowledge
distillation strategies, such as model compression, and
semi-supervised knowledge distillation, to address the
problem. The idea of knowledge distillation is to use
the teacher network as a reference, the students learning
from this teacher network can achieve comparable
performance as the teacher while preventing the teacher
network from copyright leakage. Inspired by this idea,
we propose another method to address the copyright
problem. Specifically, we build a lightweight model that
inherits from the original complete model, which helps
hide the hyperparameter setting and the model structure
in the teacher network. Then, we can use lightweight
techniques to modify the original network and release
the lightweight models to the public. In other words,
other scholars and organizations can use lightweight
models for their applications or research without any
privacy or copyright problems.

The challenge of generating a high-resolution image
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from a low-resolution image is called super-resolution.
With the rapid development of computer vision, super-
resolution has received significant attention[13, 14]. For
high-quality video transmission, super-resolution can
rebuild old and low-resolution videos into new high-
resolution videos[15]. In the surveillance area[16–18],
the video and image quality can become an issue
when replaying the camera footage due to the size
of the camera sensor. Super-resolution images can
help improve the lower quality to a high standard
resolution for better usage. Another essential research
field that involves image super-resolution is the gaming
industry[19]. Both NVIDIA[20] and AMD[21] have
proposed their own image super-resolution technology
to improve the quality and performance of the gaming
experience, even on low-computation machines.

Deep convolutional neural networks have shown
excellent performance on image super-resolution
tasks. However, traditional Convolutional Neural
Networks (CNNs) require a massive number of
parameters and high computation power to achieve high
accuracy. For instance, ResNet-50[2] has 23.9 million
parameters, and VGG-16[1]has an astounding 134.7
million parameters. It takes approximately 15 hours to
train IMAGENET[22] using state-of-the-art GPUs from
NVIDIA. Nonetheless, in our daily lives, many mobile
devices such as cell phones and laptops do not have
the resources to perform large deep neural networks.
Over the recent years, many lightweight methods have
been proposed to reduce the number of parameters and
computation power required by traditional CNNs, while
maintaining high accuracy compared to large deep
neural networks. Examples of such methods include
knowledge distillation[23], model compression[24], and
ShuffleNet[25]. Inspired by these lightweight designs, in
this paper, we propose our copyright-protected model
specifically designed for image super-resolution while
accomplishing complete model copyright protection.

Our contributions are summarized as follows:

• We have created a lightweight model using depth-
wise and separable convolution techniques for
image super-resolution, which performs well while
utilizing significantly fewer parameters compared
to other deep neural network models, thereby
protecting the copyright of the original model.

• To improve the performance of super-resolution,
we employ a Generative Adversarial Network
(GAN) with Wasserstein Distance, which has been

shown to produce better results in GAN-based
models.

• Through extensive experiments on real datasets,
we demonstrate that our proposed lightweight
image super-resolution model can achieve high
performance compared to other state-of-the-art
models with significantly fewer parameters.

The rest of this paper is organized as follows. The
related works are briefly summarized in Section 2. We
elaborate on the details of our lightweight analysis and
our image super-resolution algorithm in Section 3 and
Section 4, respectively. Then we conduct experiments
on real datasets and analyze all the results in Section 5.
Finally, we end up with a conclusion in Section 7.

2 Related Works

The most recent works on image super-resolution and
lightweight neural network models are categorized into
the following section.

2.1 Image Super-Resolution

There has been extensive research on image super-
resolution. Traditional mathematical solutions were
used to increase the resolution of images. For
example, there is a well-known method called
bicubic interpolation[26, 27]. The basic idea of bicubic
interpolation is to upscale the image by updating each
pixel with the nearest 16 pixels in the original image to
calculate the new pixel, where each pixel has a different
weight that is constantly updated to achieve the best
result. Research has shown that bicubic interpolation
can have better performance than nearest neighbor and
bilinear methods.

With the development of convolutional neural
networks, There has been significant research on
using convolutional neural networks for image super-
resolution. In 2015, Dong et al. [28] proposed the first
use of a deep learning neural network for upscaling
images (SRCNN). The authors first used bicubic
interpolation to upscale the image to match the original
size, then extracted patches and features from the low-
resolution image. Moreover, non-linearly mapped the
low-resolution feature maps to high-resolution feature
maps and reconstructed the high-resolution image
from these maps. In 2016, they [29] proposed an
improved approach based on their previous work with
SRCNN to achieve faster image super-resolution, in
which they eliminated the bicubic interpolation pre-
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processing step to achieve faster speed and used smaller
kernels to reduce computation. The newly proposed
model achieved better results with faster computation
time. In the same year, Ledig et al. [30] proposed
the use of Generative Adversarial Networks (GANs)
to recover high-resolution images, where the authors
used ResNet to generate high-resolution images, and
the discriminator compared the original image and
generated image to update the model until two images
could not be distinguished by the neural network.

2.2 Lightweight Model

Deep learning neural network (DNN) has been
proven to be one of the most popular methods in
computer science. With the progress of accuracy
in DNN models[31, 32], the number of parameters in
the network has also increased by a large amount.
Therefore, lightweight models have been proposed
to shrink the CNN model and reduce computation
power and time[33]. In 2017, Google proposed
MobileNets[34], which is an efficient CNN model
for various computer vision tasks. MobileNets use
depthwise separable convolution instead of traditional
kernel multiplication[35, 36]. Specifically, they split the
convolution into two parts: depthwise convolution and
pointwise convolution. In this way, the calculation is
addition instead of multiplication, which saves time
and resources by a significant margin. In the same
year, Zhang et al.[25] proposed a lightweight network
called ShuffleNet, which is a very small and efficient
CNN model that works on mobile devices. ShuffleNet
uses group convolution, divides the input vector and
kernels into several small groups, conducts convolution
computation separately to reduce the parameters, and
shuffles the channel to enhance the performance results.
In 2020, Han et al.[37] proposed GhostNet. For
GhostNet, the authors discovered that some cheap
operations could generate many similar feature maps
produced by the convolution process. Specifically, they
first generate some intrinsic feature maps with normal
convolution operation and then use these intrinsic
feature maps to generate the ghost feature maps with
cheap addition operation. Consequently, GhostNet can
achieve similar performance compared to the normal
convolution process while saving time and computation
consumption.

Our proposed mechanism leverages the concept
of lightweight model design to effectively protect
the copyright of the original super-resolution model.

We accomplish this by combining the strengths of
an image super-resolution model with a lightweight
approach, resulting in our innovative model for image
super-resolution tasks. Furthermore, we will conduct
thorough experiments on real datasets to demonstrate
the efficacy and effectiveness of our approach.

3 Lightweight Design

Deep learning has succeeded in many industrial and
research fields. These neural networks are powerful
in many different tasks, but they require tremendous
computing power to train the models. However,
strong computers with powerful capabilities are not
always available in realistic scenarios. With the
fast development of the mobile internet, there is
a rising demand to perform tasks such as image
classification and segmentation on smaller devices with
low computation power and resources. These tasks need
to deliver great performance despite the limitations. To
address this issue, MobileNets which is a much smaller
neural network was proposed to be implemented on
low-computation devices. This proposed lightweight
network is different from the original convolutional
networks as it uses a depthwise separable convolution
network, which is composed of two parts, including
depthwise convolution and pointwise convolution.

In the traditional convolution layer, there is an input
DF ∗DF ∗M with M channels of input size F , and it
combines with filter DK∗DK ∗N to produce the output
feature map DG∗DG∗N , DG is the width and height of
an output feature map, DK is the size of the kernel, and
N is the number of output layer or channel. The output
feature map of a traditional convolution layer with stride
one and padding has the computational cost:

DF ∗DF ∗M ∗N ∗DK ∗DK (1)

The parameter number of a standard convolution
layer will be:

DK ∗DK ∗N ∗M (2)

The computational cost and number of parameters
highly depend on the kernel size DK and the number of
layers N . However, standard convolution mainly uses
multiplication with many filters, making the parameters
increasingly large for some neural networks.

In contrast, MobileNets divides the traditional
convolution into two separate parts. The first part is
depthwise convolution, where only one single filter is
applied for each input channel during the convolution
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process. The second part of MobileNets is the pointwise
convolution, which applies a 1 ∗ 1 filter to combine the
outputs of the depthwise convolution. The depthwise
separable convolution splits traditional convolution into
two layers: one layer for filtering and an additional
separate layer for combining. This convolution can
drastically reduce computation and model size.

The first layer of depthwise separable convolution is
the depthwise convolution. This layer applies a single
filter for every input channel. After the convolution,
there are the same number of feature maps as the input
channel with size DF ∗ DF ∗ M . The depthwise
convolution is very efficient compared to traditional
convolution, but it only filters the input channel.
Therefore, there is a second layer to combine the output
of depthwise convolution to create new feature maps,
which is the pointwise convolution. This layer applies a
simple 1 ∗ 1 convolution to the output of the depthwise
layer and combines it with a linear operation.

With the same input and kernel size of standard
convolution DF ∗DF ∗M and DK ∗DK , the depthwise
separable convolution has a computation cost:
DF ∗DF ∗M ∗DK ∗DK +M ∗N ∗DF ∗DF (3)

Also, the parameter amount of the depthwise
separable convolution is:

DK ∗DK ∗N +N ∗M (4)

By comparing with the standard convolution
and depthwise convolution, the reduction ratio in
computational cost is shown in the following equation:

DK ·DK ·M ·DF ·DF +M ·N ·DF ·DF

DK ·DK ·M ·N ·DF ·DF

=
1

N
+

1

(DK)2

(5)

Our lightweight image super-resolution model is
designed based on the principles of MobileNet,
incorporating a 3 ∗ 3 kernel in our depthwise separable
convolution. By doing so, this approach also results in
a reduced number of parameters in each convolution
layer as indicated by Eq. (5). By utilizing fewer
parameters, we can effectively protect the copyright of
the parameters in the original image super-resolution
model.

4 Copyright-Protected Super Resolution

In this section, we will introduce the technical details
of the proposed copyright-protected super-resolution
model and explain how to generate high-resolution
images using this mechanism. Our super-resolution

model is built on neural networks by combining the
advantages of lightweight neural network methods and
generative adversarial network methods, which have
an excellent ability to upscale low-resolution images
while protecting the copyright of the original super-
resolution model. In addition, the design idea of
GAN[38–40] is adopted for generating high-resolution
images. A GAN model consists of two ”adversarial”
modules, including a generator and a discriminator,
in which these two adversarial modules compete with
each other in a min-max game to update themselves
alternatively, where the generator tries to generate fake
data to fool the discriminator, while the discriminator
tries to discriminate whether its input is real or fake.
The framework of this copyright-protected image super-
resolution mechanism is shown in Fig. 1, where the
copyright-protected generation network P works as the
generator in GAN, and the critic network C works as
the discriminator in GAN.

The input of the generator network P is the low-
resolution image x. During the generation process,
the low-resolution sample x is passed through, and
a high-resolution image Pθ(x) is generated, where θ

represents the parameter of the generative network.
Next, both the generated image Pθ(x) and the original
image y are the inputs to the discriminator network Cϕ,
where ϕ denotes the parameters of the discriminator
network. Then, both generative network parameters
θ and discriminator network parameters ϕ can be
optimized to minimize the adversarial training loss that
is described below.

Adversarial Loss: Instead of using the traditional
loss function based on Mean Squared Error(MSE), we
use Wasserstein Distance[41] to calculate the adversarial
loss to help train a more robust generative network. The
Wasserstein Distance is defined as

W (Pr,Pθ) = sup
∥f∥L≤1

Ex∼Pr
[f(x)]− Ex∼Pθ

[f(x)]

(6)
where θ is the parameter drawn from the generative
network, and ϕ is the parameter from discriminator
network. The Wasserstein distance is one step ahead of
the earth’s movement distance, the effort to move one
distribution to another distribution. In our method, we
want to min-max the distance between the generated
high-resolution image and the original image. Then,
our adversarial loss Ladv is defined as the Internal
Wasserstein Distance between original image y and
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Fig. 1 The architecture of the proposed copyright-protected super-resolution mechanism.

Pθ(x):

Ladv = W (y, Pθ(x)). (7)

Besides the adversarial loss, to generate high-resolution
images closer to the original images, we have one
additional loss, pixel loss, to facilitate training of the
image generation mechanism.

Pixel Loss: Pixel loss, defined in Eq. (8), is the
distance between the original sample y and generated
high-resolution sample Pθ(x). Taking into account
pixel loss Lpix into the training process can help smooth
the image and mitigate the adversarial effect.

Lpix = ∥Pθ (x)− x∥2 (8)

L2 norm is used to calculate the pixel loss when we
require that the average pixel difference is below a
threshold.

The overall loss of our mechanism is defined in
Eq. (9) by integrating the aforementioned three loss
functions, including Ladv in Eq. (7), Lpix, and Eq. (8)

LPθ
= α ∗ Ladv + β ∗ Lpix, (9)

where α, and β are the weights of two loss terms. We
train the super-resolution mechanism by minimizing the
overall loss and the training procedure of the generative
mechanism can be summarized as Algorithm 1. All
notations used in this paper are listed in Table 1.

Algorithm 1 Super-Resolution Mechanism

Input: Low-resolution image x, original image y, copyright-
protected super-resolution network Pθ , critic network Cϕ,
and the number of iterations T .

Output: Pθ

1: for i = 1 to T do
2: Forward pass x to the generative network Pθ

3: Forward pass Pθ(x
′) to discriminate network Cϕ

4: Calculate overall loss LPθ as Eq. (9)
5: Optimize θ and ϕ by minimize LPθ

6: end for
7: return Pθ

5 Experiments and Results

In this section, we introduce our experimental
settings, carry out comprehensive experiments to
quantitatively and qualitatively compare our super-
resolution method with the state-of-the-art models, and
illustrate the effectiveness of the proposed copyright-
protected super-resolution model.

5.1 Experiment Settings

Our experiments were implemented and tested on an
Ubuntu 16 with a Tesla V100 GPU. More details of the
experimental setting are described below.
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Table 1 List of notations used in this paper

Symbol Description

(DF ) input size
(M) input channel

(DK) kernel size
(DG) output feature map size
(N) output channel
(θ) generative network parameter

(Pθ) copyright-protected super-resolution network
(Cϕ) critic network

5.1.1 Datasets
To demonstrate the performance capability of our

model, we trained and tested it using various datasets in
different categories, including five benchmark datasets:
Set5, Set14, General100, BSDS100, and Manga109.
Set5 dataset contains five typical images for the
image super-resolution model which are “baby”, “bird”,
“butterfly”, “head”, and “woman”. Set14 dataset
is another commonly used image dataset to test the
performance of image super-resolution models, which
is an extended version of the Set5 dataset from 5 images
to 14 images including more variation and diversity.
General100 dataset contains 100 BMP format images
with no compression. The size of the 100 images
ranges from 131 ∗ 112(small) to 710 ∗ 704 (large).
BSDS100 is a dataset created by Berkeley University
and used frequently for segmentation and image super-
resolution, which is the testing set of the Berkeley
segmentation dataset BSD300 and contains 100 test
images composed of a large variety of images ranging
from natural images to object-specific such as plants,
people, food, etc. Manga109 dataset has been compiled
by the Aizawa Yamasaki Matsui Laboratory at the
University of Tokyo, which consists of 109 manga
volumes drawn by professional manga artists in Japan
and it is popularly used for image super-resolution.

5.1.2 Hyperparameter Settings
First, we implement an upscale factor of 4, which

means increasing the resolution of images 4 times. We
set batch size as 2, which means that we group every
two images as a single batch goes into our model to
process the images, and we set the learning rate for
our model as 1e−4 for training. We train our proposed
model with 10 epochs to get the optimized results.
For Each dataset training, we use 200 images training
images, 200 images validation images, and 100 testing

images.

Table 2 Parameters of Image Super-Resolution Models

Models Bicubic SRCNN SRResNet SRGAN Ours

Parameter / 67552 7.1m 5.2m 0.58m

Table 3 Performance on the Set5 Dataset

Bicubic SRCNN SRResNet SRGAN Ours

PSNR 23.116 30.26 28.66 30.8 28.24

SSIM 0.697 0.861 0.801 0.874 0.864

Table 4 Performance on the Set14 Dataset

Bicubic SRCNN SRResNet SRGAN Ours

PSNR 21.84 29.54 26.74 27.7 26.63

SSIM 0.598 0.703 0.723 0.762 0.752

5.1.3 Baseline
We compare our proposed copyright-protected

super-resolution model with four different baseline
mechanisms. First, the traditional Bicubic[26]

mechanism simply uses mathematical techniques to
upscale the images. To further justify the effectiveness
of our super-resolution lightweight method, we
use three mainstream convolutional neural network
models for comparison. SRCNN[28] is the first
machine-learning model to solve the image super-
resolution problem. SRResNet[29] uses the well-known
Resnet deep learning neural network to increase the
performance of generating high-resolution images.
Additionally, SRGAN[30] is another state-of-the-art
mechanism in the deep learning field for generating and
recovering high-resolution images.

5.1.4 Metrics
In this paper, we use two different metrics to measure

the performance of transforming low-resolution images
to high-resolution images.

The first metric used is the Peak Signal-to-Noise
Ratio, also known as PSNR. PSNR [42, 43] is one of the
most common metrics for measuring the performance
of two different-resolution images. It is the ratio of
the mean square error (MSE) of two images and the
maximum pixel value in the original image. The higher
the PSNR value, the less distortion in the image and the
closer it is to the original image.
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Table 5 Performance on the General100 Dataset

Bicubic SRCNN SRResNet SRGAN Ours

PSNR 23.157 27.96 26.97 29.8 28.04

SSIM 0.696 0.785 0.751 0.840 0.827

Table 6 Performance on the BSDS100 Dataset

Bicubic SRCNN SRResNet SRGAN Ours

PSNR 22.72 29.603 25.89 26.95 26.39

SSIM 0.585 0.671 0.672 0.720 0.713

The second metric we use is the structural similarity
index (SSIM). SSIM[44] is used to measure the
similarity of two images based on three aspects:
brightness, contrast, and structure. The SSIM score
ranges between [0, 1], where a score of 1 means
two images are exactly the same with no difference.
Therefore, a higher SSIM score closer to 1 indicates
better performance on super-resolution models.

5.2 Ablation Study

We conduct experiments with different epochs.
Normally, higher iterations mean higher accuracy. In
this work, we desire to set a proper epoch in our model
that can not only bring us relatively high performance
but also keep the training time and cost low. In Fig.2(a)
and Fig.2(b), we can see that our lightweight image
super-resolution model with PSNR and SSIM metric by
varying three different epochs, 10, 20, and 30. From
these results, it can be found that the performance
metrics do not increase consistently when the epochs
are over 20. Considering the time cost to train with
more epochs, we choose 10 epochs in this paper.

Moreover, we conduct experiments to gradually
increase the lightweight neural network layers in
our GAN-based model to investigate the relationship
between the number of lightweight layers and image
super-resolution performance. In Fig.3(a) and Fig.3(b),
we test our proposed copyright-protected model with
different lightweight layers. 0 means that we do not use
any lightweight layer, and we add one lightweight layer

Table 7 Performance on the Manga109 Dataset

Bicubic SRCNN SRResNet SRGAN Ours

PSNR 20.194 28.473 23.51 28.81 27.15

SSIM 0.689 0.779 0.673 0.884 0.870

into our model each time to test the PSNR and SSIM
performance. Through this ablation study, the PSNR
and SSIM of image super-resolution decrease with the
increase of lightweight layers. To sum up, the more
lightweight the model is, the more performance the
model will have. However, we can obtain a comparable
performance of the baseline when using lightweight
layers as little as possible.

5.3 Quantitative Evaluation

Effectiveness of Copyright Protection: As
mentioned in Section 3, we integrate a lightweight
convolutional neural network built with a GAN model.
Specifically, we replaced all traditional convolution
calculations with depthwise separable convolutions to
reduce model parameters and run time. In deep neural
networks, more parameters and layers often bring
better overall performance. In our experiments, this
situation is the same: the SRCNN and SRGAN contain
many more parameters compared to our lightweight
model and achieve slightly better results. However, our
copyright-protected super-resolution model only uses
1/8 of the parameters used in SRGAN and still obtains
comparable performance. In Table 2, we can find that
our proposed model has significantly fewer parameters
compared to SRResNet and SRGAN such that the
copyright of the original super-resolution model can be
protected.

Image Super-Resolution Performance: We
generate high-resolution images with an upscale
ratio of 4, which means we quadruple the original
image resolution to achieve the super-resolution
task. We compare our results with four different
image-super-resolution baseline models. Table 3
contains only 5 kinds of images in this dataset, and
every model achieves great performance. The lowest
one is the original Bicubic model, which only uses
pure mathematical methods to perform the image
super-resolution. Therefore, in both PSNR and SSIM
metrics, it has relatively low performance compared
to other neural network models. In terms of other
machine learning image super-resolution models, our
proposed copyright-protected method achieves the
second-highest performance in the SSIM metric but
falls behind in the PSNR metric. Specifically, compared
to the highest model, SRGAN, the performance of our
proposed copyright-protected model is only 8.3%

lower in PSNR, and only 0.1% lower in terms of
SSIM. From Table 4-Table 7, we can obtain the same
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Fig. 2 Impact of Epochs on Our Proposed Copyright-Protected Model
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Fig. 3 Impact of the Lightweight Layers on Performance of Our Proposed Model

conclusion that the Bicubic method has the lowest
performance among all the models, and our proposed
method has a comparable performance with other
SOTA models.

What’s more, we use Fig. 4 to more explicitly
demonstrate the effectiveness of our proposed
copyright-protection model by comparing it with
other baseline models. From Fig. 4(a), we can see that
our model has comparable performance with SRCNN,
SRResNet, and SRGAN on five different datasets.
In some scenarios, our proposed model can bypass
the SRResNet model even by only using 1/8 of the
parameter amount. Besides, by observing Fig. 4(b), the
performance of our model overperforms the SRCNN
and SRResNet models for all five testing datasets,
which is only lower than the SRGAN model due to the
utilization of lightweight architecture in our proposed
model.

Moreover, we draw Fig. 5 to show the average
performance for both PSNR and SSIM metrics to
further illustrate our proposed model’s effectiveness.
These average metrics demonstrate that our model
can achieve relatively high performance, and reach a

comparable performance compared with the state-of-
the-art neural network models even using our designed
lightweight architecture. In other words, these results
prove that our model can achieve a higher super-
resolution performance while protecting the original
architecture of models (i.e., using a lightweight
architecture). One thing we need to point out is that
the performance for SSIM metrics is slightly better
compared to the PSNR metric with other baseline
models. This situation is caused by the calculation
of these two metrics. The PSNR is defined by MSE,
which is calculated by every pixel difference between
two images. While, the computation of SSIM not
only considers the image pixel difference but also takes
into account the brightness, contrast, and structure of
images. In all, SSIM is better than PSNR due to its
more comprehensive information used in the similarity
measurement.

5.4 Qualitative Evaluation

The qualitative evaluation aims to compare the
quality of super-resolution images through intuitive
observations. With fewer parameters than other models,
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(a) PSNR Results on Different Datasets (b) SSIM Results on Different Datasets

Fig. 4 Performance Comparison Results (Baselines v.s. Ours)

(a) Average PSNR Results on Different Datasets (b) Average SSIM Results on Different Datasets

Fig. 5 Average Performance Comparison Results (Baselines v.s. Ours)
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Fig. 6 Qualitative Evaluation on Super-Resolution Image
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we selected five sample images from the testing dataset
to evaluate the quality of the super-resolution image
results. For each sample, an original low-resolution
image, the corresponding super-resolution images in
the baseline mechanisms, and a ground truth super-
resolution image are listed in Fig. 6. Take the baby
images as examples, compared with the original image
and the Bicubic method, the generated image from
our lightweight mechanism is more apparent. Also,
our generated super-resolution image is as clear as the
images generated by other SOTA models. Ultimately,
our generated super-resolution image in Fig. 6(e) can
not be easily distinguished from Fig. 6(f). This
result indicates that our mechanism has great image
super-resolution performance while maintaining low
parameter numbers and computation time and cost.
Similar conclusions can be drawn from the comparison
results of other image samples, shown in Fig. 6.

6 Future Discussion

(1) Through our ablation study, we proved that
increasing lightweight layers results in lower
accuracy in two different metrics, which
indicates that there is a trade-off between model
performance and the number of parameters.
Therefore, how to balance the performance of the
model and the privacy protection degree of the
model is also a promising research direction.

(2) From the performance results, we can conclude
that our copyright-protected model has different
performance results on different datasets. It
is important to investigate this situation from
the viewpoint of improving model generalization
to make sure that our proposed model can
consistently have the same performance when
applied to different datasets.

(3) Although our copyright-protected model can
achieve relatively high performance on image
super-resolution tasks and has been demonstrated
that our model can upscale the image from a
more economical perspective. With the similarity
between image processing and video processing,
we believe our model can be implemented with a
video with more complex and continuous events.
Because Video is made by multiple images within
a short time, it is possible to super-resolution a
complete video by upscaling each frame.

(4) In our copyright protection study, the copyright
issue is an important subject of how to protect
the original neural network while keeping the
performance of super-resolution at an acceptable
rate. Our lightweight model is a successful
example to show the lightweight network can be
feasible to process multiple tasks without leaking
any information for the original network. The
model distillation topic which investigates the
relationship between the teacher network and the
student network can be studied in the future to
achieve the copyright protection of the original
model.

(5) In this work, we successfully achieve the copyright
protection of the deep learning model by manually
changing the original architecture to a more
lightweight model architecture. The neural
Architecture Search (NAS) technique may
be another promising way to accomplish the
copyright protection of the deep learning model
by automatically finding a different model
architecture while maintaining the model’s
performance.

7 Conclusion

This paper proposes a copyright-protected super-
resolution model by integrating a depthwise separable
convolution method with a generative adversarial
network. To achieve better image quality, we use
the Wasserstein distance to calculate the adversarial
training loss in the formulation of the overall loss
function in our proposed model. In the end, we conduct
comprehensive quantitative and qualitative evaluations
to demonstrate the effectiveness of our proposed
mechanism. The quantitative evaluation shows that
our mechanism achieves competitive performance
in terms of PSNR and SSIM metrics, and even
outperforms some state-of-the-art methods in certain
datasets and metrics. And the qualitative evaluation
shows that our mechanism can generate high-quality
super-resolution images with more details and less
distortion. Overall, our proposed copyright-protected
mechanism can achieve great performance with lower
computational cost and resource consumption, which is
very suitable for practical applications that require real-
time or on-device super-resolution image processing
and satisfies the requirement of complete model
copyright protection.
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